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Executive summary

This report presents the results of a project collaboration between the European Insolation Man-

ufactorers Association (EURIMA), ECOFYS and the Danish Meteorological Institute (DMI).

The aim has been to quantify the effect of increased insulation levels in Europe from 2009 to

2020. Emission reductions of criteria pollutants were estimated from projected energy savings

as averages over European climate zones: cold (zone 1), moderate (zone 2), warm (zone 3),

eastern European Union (EU) north (zone 4), eastern EU central (zone 5) and eastern EU

south (zone 6). An air-quality model was used to simulate a status quo baseline scenario for

2009 and a corresponding reduced emission scenario. Annual, seasonal and monthly averages

were considered, and the main findings include:

• Sulphur dioxide emissions decreased by 6.3% and particulate matter by 9.0% in zone 2

due to increased insulation levels. In zone 3 and 5 particulate matter emissions decreased

by 5.3% and 5.1% respectively.

• Sulphur dioxide concentration in air near the surface decreased by 5.2% to 6.2% in zone 2

throughout the seasons. Great Britain, Belgium, the Netherlands and a part of northern

France experienced seasonally average reductions of 6% to 10%. In Poland an average

reduction of about 2% was sustained throughout the seasons. Other countries experienced

reductions between 0% and 2%.

• Total particulate matter concentrations in air near the surface decreased by 2.6% to 3.6%

in zone 2. Germany, France, Belgium and the Netherlands had a sustained average reduc-

tion of about 3% throughout the seasons, while it increased to 5% over United Kingdom

during spring. Countries outside zone 2 experience smaller reductions. Over Spain the

reduction was about 2% throughout the seasons.

• Ozone air concentrations near the surface increased by up to 3% over major pre-curser

sources during the winter season. A band of increased ozone extended from mid-England

to Poland covering northern France, Belgium, the Netherlands, Germany and Poland. In

other countries no significant changes were found. During the spring, summer and au-

tumn only mid-England showed an increase (1% to 2.5%) while other countries remained

neutral.

In future studies the effect of countries not included here such as Russia or Ukraine should

be included in order to improve the long range effects of the emission reductions. Further in-

vestigations into the effects of different modes of meteorological variability on the conclusions

presented here should also be carried out. For example the effect of the North Atlantic Oscil-

lation or projected climate changes by 2020 could be incorporated. Further issues that have

not been incorporated in the present study include the influence of the initiation of a cap and

trade program for NOx and SO2 in Europe and the effect of projected emission changes due

to increased emission control strategies both at the political, industrial and the technological

level. Furthermore, the explicit effects of member state energy and heat planning and policies

as well as their economical feasibility have not been considered.
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Introduction

This report summarizes the outcome of a

project collaboration between the the Eu-

ropean Insulation Manufacturers Associa-

tion (EURIMA), ECOFYS and the Dan-

ish Meteorological Institute (DMI). The

main aim has been to quantify the ef-

fect of building insulation on regional air-

quality levels in Europe. A similar study

estimating the effect of building insula-

tion on climate (specifically carbon diox-

ide emissions) has previously been con-

ducted (SBi, 2009). The present project

focuses on shorter lived tropospheric trace

gases and should be viewed as auxiliary to

previous studies. Advantages of increased

building energy effeciency are normally ex-

pressed in terms of economic payback and

includes lowering of energy bills for citizens

and governments, reducing exposure to en-

ergy supply problems, minimizing stress

on electricity supplies and generation of

new green collar jobs. Within this project

we attempt to go beyond the estimation

of CO2 emission savings and include Eu-

ropean environmental benefits on shorter

time scales into the framework.

The basic premise of the study is that

increased levels of building insulation

leads to a decrease in energy consumption

whereby the national energy mix changes

and emissions of air pollutants resulting

from incomplete combustion declines.

The project comprised three phases. In

the first, energy reductions by 2020 due

to increased insulation standards were

estimated. In the second phase, the

emission reductions were estimated and

corresponding emission inventories were

generated. In the last part, an air-quality

model was used to quantify the effects

of the emission changes on European

air-quality levels. This report presents the

main results of the project and discusses

the possibilities for future work.

The main air pollutants in terms of

health effects comprise ozone, particu-

late matter, sulphur-dioxide, nitrogen

oxides and carbon monoxide. Ozone is a

secondary specie which is generated via

photochemical reactions with pre-curser

gases such as volatile organic compounds

and nitrogen oxides while the other

gas-phase species are primary. Particulate

matter has both a primary and a sec-

ondary component. The project focusses

on these species and the quantification

of the effect of increased insulation levels

was done by comparing simulations with

an air-quality model with baseline and

reduced emissions. The baseline year was

chosen as 2009 while 2020 was used as tar-

get year. From the air-quality modelling

perspective, only emissions were assumed

to change within the considered period

thereby isolating the effect of insulation.

The base year, 2009, was dominated

by warmer than average (with respect to

the period 1971-2000) surface tempera-

tures during summer months in Europe.

August and September ranked as the

second warmest (global average) ever

recorded. Despite the warm summer

in Europe ozone levels were low (EEA,

2010a). That year Europe experienced

fewer exceedences of the information

threshold (180 µgm−3), the episodes were

of less spatial extend than the previous

ten years and no exceedences occurred

in the northern part of Europe. There

were no European scale ozone episodes

with a duration of several days and the
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exposure of the European population was

only slightly larger than in the previous

year. It is believed that this scenario was

due to decreases in ozone pre-curser gas

emissions.

The first section of the report de-

scribes the calculations of energy savings

and emission reductions while subsequent

chapters comprise descriptions of the

modelling system and how it performs for

the base year, the results of the project

and recommendations for future studies.
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Emission estimation

Energy savings from 2005 to 2020 due to

insulation were calculated by comparing

a business as usual (BAU) and an im-

proved insulation scenario (IIS). The sav-

ings which related to different energy car-

riers used for the purpose of space heat-

ing were assessed for the EU-25 countries

as zone averages. The countries were di-

vided into six zones each with their own cli-

mate characteristics (figure 1). The analy-

sis included residential and non-residential

buildings, renovation activities as well as

new buildings.

Figure 1: Map (Reis (2004)) of the EU-25

countries included in this study. Note that

Cyprus and Malta have not been taken

into account. Countries are divided into

climate zones according to: Zone 1: Fin-

land, Sweden; Zone 2: Austria, Belgium,

Denmark, France, Germany, Ireland, Lux-

emburg, The Netherlands, United King-

dom; Zone 3: Greece, Italy, Portugal,

Spain; Zone 4: Estonia, Latvia, Lithua-

nia; Zone 5: Poland; Zone 6: Bulgaria,

Czech Republic, Hungary, Romania, Slo-

vakia, Slovenia.

The IIS assumed ambitious insulation

levels in new buildings (very low energy

Table 1: Thermal conductivity (U-value)

(Wm−2K) for the business as usual (BAU)

and improved insulation scenario (IIS).

Zone Roof Wall Floor

BAU scenario

1 0.13 0.17 0.17

2 0.23 0.38 0.41

3 0.43 0.48 0.48

4 0.20 0.26 0.29

5 0.23 0.25 0.60

6 0.23 0.35 0.46

IIS scenario

1 0.12 0.15 0.18

2 0.14 0.18 0.22

3 0.20 0.26 0.58

4 0.15 0.17 0.21

5 0.16 0.18 0.23

6 0.18 0.20 0.26

buildings) and retrofits. The changes in

U-values for the BAU and IIS scenarios

were taken from ECOFYS (2008) (see ta-

ble 1), which were based on ECOFYS

(2007). Note that the savings only re-

late to the improvement in insulation levels

from a standard level to a more ambitious

level (and not the full savings compared

to a situation without insulation). The

savings also do not include further savings

from improved windows, ventilation sys-

tems with heat recovery, improved supply

systems etc. The average renovation ac-

tivities (including major improvements of

the energy performance of the building) in

the EU from 2005 until 2020 were assumed

with 2% of the stock per year. The new

building activities were assumed at 1% of

the stock per year. The assumption on

energy mix follows ECOFYS (2008). The

5



Insulation and Air-Quality

Figure 2: Energy reductions (GWh) per carrier by 2020.

resultant energy reduction by 2020 is dis-

played in figure 2.

The corresponding emission reductions

are assumed to affect main air pollu-

tants comprising particulate matter (PM),

sulphur dioxide (SO2), nitrogen oxides

(NOx = NO + NO2), carbon monox-

ide (CO) and organic compounds (VOC:

volatile organic compounds). The emis-

sion reductions are based on emission fac-

tors which describe the emission rate of a

pollutant for a specific activity e.g. kilo-

gram of NO per MWh energy produced by

oil combustion. The usage of emission fac-

tors pre-assumes a linear dependency be-

tween the emission and the intensity of a

given activity, i.e. emission = activity ×
emission factor. The uncertainty in the

emission factor, therefore, translates di-

rectly to an uncertainty in the emission.

The uncertainty in the calculated emis-

sions significantly depends on the type of

pollutant. Of the pollutants considered

here SO2 emissions can be estimated with

a high degree of certainty. The fuel sul-

phur content which may be determined ac-

curately is almost completely oxidized dur-

ing combustion and consequently all the

sulphur of the fuel is released in the flue

gasses as SO2. Emissions of the other

Table 2: Average emission factors

(kg (MWh)−1) calculated using the as-

sumptions described in the text. Bitumi-

nous and subbituminous coal combustion

was considered and it was assumed that

95% of fuel sulphur was emitted as SO2.

Specie Oil Gas Coal

SO2 1.63 9.1·10−4 2.05

NOx 0.36 0.19 0.85

CO 5.30·10−2 0.12 0.86

PM 1.02·10−1 1.15·10−2 0.95

NMVOC 5.0·10−3 6.2·10−3 5.1·10−3

pollutants are caused by incomplete com-

bustion (CO and VOC) and chemical re-

actions during combustion and emission

(PM, NOx). These emissions are there-

fore, amongst other factors, in addition to

the fuel content dependent on the type of

combustion (e.g. for oil normal or tangen-

tial firing), type of combustion vessel (e.g.

low NO boiler), type of fuel (e.g. oil type)

and the level of combustion control. Other

uncertainties regard the degree of main-

tenance, e.g. CO emissions from oil com-

bustion may increase by a factor of 10 to

100 if the combustion unit is not properly

operated. Similarly, boiler load may af-
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fect emissions of filterable particles during

combustion of residual fuel oil.

The energy savings are expressed as

mean values over a given zone and in-

clude both residential governmental and

industrial buildings (specific percentages

of residential to non-residential contribu-

tions to the energy savings are not known

to this study). They therefore include both

small residential burners and large indus-

trial burners. Furthermore, some coun-

tries apply strict combustion control (e.g.

Denmark) while others in the same zone

do not have as strict a control. There-

fore, average (taken over the uncertainty

factors described above) emission factors,

facilitate the most precise calculations of

emissions in this study. Emission factors

for oil, gas and coal combustion were com-

piled from the US Environmental Protec-

tion Agency AP42 (Wang, 1999; U.S EPA,

2009). Averages were taken over boiler

types and fuel types. When quality in-

dicators were present, higher-quality data

were used. For oil heating, the values used

in the conversion from lb per 103 gal to kg

per MWh were 140MMBtu per 103 gal for

No. 2 and distillate fuel oil and 150MMBtu

per 103 gal for other types. For gas an av-

erage heating value of 1.020 Btu scf−1 were

used in conversions from lb per 106 scf

to kg (MWh)−1 and for coal an average

heating value of 26MMBtu per ton were

used in the conversion from lb per ton to

kg (MWh)−1 (see table 2 and figure 3 for

the resultant average emission factors and

their relative distribution).

Electricity is mainly generated by com-

bustion of coal and gas and by nuclear

power. Using the EEA electricity projec-

tions for 2020 (EEA, 2002) for the baseline

scenario in the EU-25 zones gives a forecast

Table 3: Zone averaged fuel mix (%) for

district heating (only oil, coal and gas)

by 2020 ((EEA, 2005)) for cogeneration

plants.

Zone Oil Gas Coal

1 16.8 25.0 25.8

2 0.0 41.1 1.0

3 18.7 39.7 0.1

4 0.0 83.3 16.7

5 0.0 0.0 92.0

6 0.0 28.8 47.3

of the fuel mix. According to the EEA pro-

jections electricity production will be as-

sociated with 38.9% coal and lignite com-

bustion, 21.3% nuclear power generation,

20.4% natural and derived gas combus-

tion, 22.5% renewable energy sources (so-

lar, wind, wood and waste) and 1.9% oil

combustion. Assuming that this energy

mix will be applicable in all the zones

we associated the energy savings due to

changes in electricity usage by 2020 with

the fuel types. As an example consider

zone 1 where the total energy saving due

to electricity by 2020 is 337GWh. Since

some fuel types do not lead to emissions

this saving is split into fuel types according

to the above percentages and may then be

used for calculation of the total emissions

of air pollutants. Note that we assumed

that nuclear power and renewable sources

did not contribute to the emissions (lack-

ing information on emission factors). The

resulting energy savings, resolved accord-

ing to fuel type, were added to the energy

savings for oil, gas and coal in order to get

the total emission reduction for these fuel

types.

For district heating systems in Europe,
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Figure 3: relative distribution of pollutants from combustion of oil (top left), gas (top

right) and coal (lower left). The values are based on the average emission factors

displayed in table 2.

Table 4: Zone and fuel type specific to-

tal energy savings (GWh) where savings

in electricity and district heating due to

insulation by 2020 (based on EEA projec-

tions of fuel mix (EEA, 2002, 2005)) has

been recalculated in terms of oil, gas and

coal. The total energy saving by 2020 due

to insulation is 172TWh.

Zone Oil Gas Coal

1 430 195 441

2 34073 46165 25293

3 13980 14556 10367

4 116 911 124

5 765 2019 9436

6 789 7577 3480

heat is mainly obtained via cogeneration

plants and heat only plants. Nuclear, solar

and geothermal sources also exist but do

not emit significant amounts of air pollu-

tants and are therefore not included here.

Using 2005 values and assuming that co-

generation plants are still dominating the

European district heating system in 2020,

the zone-specific fuel type input to cogen-

eration plants can be derived from EEA-

EN20 (EEA, 2005) (it is assumed that

solid fuels consists mainly of coal) (ta-

ble 3). The energy savings in district heat-

ing due to insulation may be estimated by

dividing them between fuel types (see ta-

ble 4 for the total electricity and district

heating related savings).

The total emissions were then calculated

based on the above assumptions. The elec-

tricity and district heating savings were

added to the oil, gas and coal savings.

The changes in total emissions from oil,

gas and coal based on the energy savings

and the emission factors were then pro-

duced. Figure 4 displays the resultant

emission savings in each zone. The total

reduction in air pollutant emissions in 2020

then becomes about 368 103 t. The emis-
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Figure 4: Absolute (103 t, left) and relative (%, right) emission reductions corresponding

to the energy reductions in figure 2.

sion savings corresponding to reductions in

energy usage due to insulation were then

converted into relative terms by dividing

by the yearly emissions of the species for

each zone. The total emissions were calcu-

lated by summing over all emission inven-

tory (see section ”modelling” for a descrip-

tion of the inventory) contributions from

power generation and residential combus-

tion. The values for each country was then

added to reflect the total yearly emissions

in a given zone (see figure 4 for the relative

savings).

In order to reach realistic estimations

of the emission reductions it is necces-

sary that the energy savings as well as

the emission reduction calculations include

assumptions about the fuel mix by 2020.

Therefore, there is a background emission

change (but not in the energy savings es-

timation) in the period 2009-2020 which is

not directly related to insulation but re-

lates to the changes in fuel mix used in

power generation. In order to evaluate the

importance of this assumption the emis-

sion reductions were recalculated based on

the present fuel mix for power generation.

It was found that the total (all zones in-

cluded) emission change was modest and

corresponded to about 0.005% in NOx,

0.02% SO2, 0.003% in CO and 0.05% in

PM while volatile organic compounds were

unaffected. Therefore, the emission reduc-

tions are directly related to the effect of

insulation in this study.
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Modelling

Model description

The Comprehensive Air-Quality Model

with Extensions (CAMx Environ (2010))

was used to describe the spatial and tem-

poral development of the gaseous and par-

ticulate pollutants. The model was used

with the carbon bond mechanism IV gas-

phase chemistry (Gery et al. (1989); Carter

(1996)) and the Euler-Backward Iterative

kinetics solver (Hertel et al. (1993)). For

the aerosols the coarse and fine (CF) op-

tion was used including aqueous-phase sul-

phate and nitrate formation in cloud wa-

ter (Chang et al. (1987)) and condensation

of semi-volatile organic gases to secondary

organic aerosols (Strader et al. (1999)).

The thermodynamic equilibrium between

gas and aerosol phases was modelled us-

ing the ISORROPIA mechanism (Nenes

et al. (1998)). For advection the Piece-

wise Parabolic Method (PPM, Colella and

Woodward (1984)) was used.

Emission inventory

In correspondence with the energy reduc-

tion calculations an emission inventory

with a 2005 base year was used. The in-

ventory was developed by Kuenen et al.

(2010) and covers Europe with a reso-

lution of 0.06125◦ longitude and 0.125◦

latitude. It contains annual values for

nitrogen oxides, sulphur dioxide, carbon

monoxide, particulate matter and volatile

organic compounds which were scaled to

obtain hourly variability and interpolated

to the model grid. Biogenic emissions of

isoprene, monoterpenes and other biogenic

volatile organic compounds are calculated

dynamically based on the inventory values.

Figure 5: Total NOx (NO+NO2) emissions

(ton per year) from the emission inventory

used in this study. Emission lines in ma-

rine areas are ship tracks while lines on

land surface mainly reflects major roads.

Figure 5 displays the nitrogen oxide emis-

sions as an example.

Input meteorology

The base year for the emission inventory

and the energy reduction estimation was

2005. Together with 1998 the annual aver-

aged surface temperature in 2005 was the

greatest ever recorded (NOAA (2010)). In

order to avoid chemistry signals related to

the extraordinary heating we used meteo-

rological input for the year 2009. In or-

der to focus on the effect of insulation, the

development of the European climate be-

tween 2005 and 2020 were not considered

in this study and the meteorological fields

of 2009 were assumed to be representative

of the period. The 2009 winter and au-

tumn were relatively cold in most of Eu-

rope while spring and summer were rela-

tively warm (EEA (2010b)).

The meteorological input (wind, tem-

perature, surface pressure, humidity, pre-

cipitation and turbulent kinetic energy) to
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CAMx was extracted from the archives of

the operational short range weather fore-

cast model, DMI-HIRLAM (High Resolu-

ation Limited Area Model) (Yang et al.

(2005,b)), used at DMI. The CAMx sim-

ulations were made with two days spin-up

starting from “day −2, 00UTC” with basic

initial conditions, meteorology and emis-

sions based on the corresponding 00UTC

DMI-HIRLAM-T15 (where T15 refers to

the area displayed in figure 6 with 0.15◦

horisontal resolution and 40 levels in the

vertical with the top at 10 hPa) simula-

tion. The fields were extracted every hour

for the first 24 h. The CAMx run dumps

the model state after the end of the 24 h

run. This state is used as initial condi-

tions for the following 24 h period start-

ing at 00UTC at “day −1” with meteorol-

ogy and emissions based on the “day −1,

00UTC” T15 simulation. The new CAMx

run also dumps the state after the end of

the 24 h run. This state is used as initial

state for the “day 0, 00UTC”.

Figure 6: DMI-HIRLAMmodel areas since

May 2009.
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Evaluation of chemical pre-

dictions

The model system used in this study has

been validated on a daily basis in the

context of the European project GEMS

(Global and regional Earth-system (At-

mosphere) Monitoring using Satellite and

in-situ data: http://gems.ecmwf.int/

about.jsp). The current verification

scores as compared to other European

air-quality models can be seen on the

project web page (http://gems.ecmwf.

int/d/products/raq/; CAC model). The

system generally perform as well as other

model systems. An evaluation of the

monthly mean performance, however, is of

special interest in this study. The eval-

uation was made for ozone since this is

where the largest amount of observational

data was available and because it is a sec-

ondary specie which is sensitive to changes

in both NOx and organic compounds, and

therefore its evaluation represents aspects

of the chemistry scheme as a whole.

Data were downloaded from the World

Meteorological Organization database

World Data Centre for Greenhouse Gases

(WDCGG (2010)). For the year, 2009,

data from 12 stations were available. Four

of these were mountain stations, and

therefore discarded, since the horizontal

and vertical resolution of the model as

applied here does not account for meso-

scale mountain circulations or emissions.

Therefore, a comparison to observations

at such locations is not representative of

the model performance. Furthermore,

concentration levels at particular moun-

tain stations are not of relevance for this

study, since most of the European popu-

lation live in urbanized areas away from

mountainous regions. On the remaining

eight stations (see table 5) monthly aver-

age, monthly average daily maximum and

monthly average daily minimum ozone

concentrations were considered.

Statistical quantities

The statistical quantities follow those

described by Mosca et al. (1998) and

is repeated here for completeness.

The mean value of a quantity p was

calculated as p̄ = 1
n

∑n
i=1 pi where n is

the number of data points and p is the

time series to be averaged, here taken

as the model predictions. The bias

is then calculated as p− o, where o

denotes observations. The normalised

mean square error is defined as NMSE

= 1
op

∑n
i=1(oi − pi)

2 and the linear

correlation coefficient follows from r =
∑n

i=1(oi− ō)(pi− p̄)/
∑n

i=1(oi− ō)2(pi−
p̄)2. The standard deviation is defined

as Stdp =
√

1
n

∑n
i=1(pi − p̄)2 while the

fractional standard deviation is given

as FSD = 2(Stdp−Stdo)/(Stdp+Stdo)

and the fractional bias is likewise

defined as FB = 2(p− o)/(p + o). The

figure of merit is defined as FM =

100%(
∑n

i=1Min(pi, oi))/
∑n

i=1 Max(pi, oi).

The confidence level of the bias is given

as Conf = t(β) Stdbias/n where t is

the βth percentile of the t-distribution

defined on n-1 degrees of freedom.

Using the null hypothesis H0: r= 0, i.e

the predicted and observed time series

are uncorrelated, the test-statistic tc =

r
√
n− 2/

√
1− r2 which is t-distributed

gives a confidence level on which we

can reject H0.

The monthly mean scatter plots in fig-

ure 7 along with the statistical quantities
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in table 7 summarize the global perfor-

mance of the model (paired data in space

and time at all available stations and all

available times). When interpreting these

results it is important to stress that rather

few measurement stations were available,

i.e. parts of Europe are not represented in

the analysis, and measurement stations lo-

cated in mountainous regions will likely de-

grade the statistical scores due to insuffi-

cient resolution of mesoscale circulations.

For all the global data sets about 70% of

the points are located within ±1 standard

deviation of the mean, and the the mean

and median values are close. Hence, the

data series may be assumed to be normally

distributed, and the linear correlation and

other statistical quantities sensitive to the

underlying distribution may be calculated

without prior data transformation.

The fractional bias and standard devi-

ation are dimensionless, symmetrical and

bounded quantities with values between

−2 (extreme under prediction) and +2 (ex-

treme over prediction). Values of −0.67

(0.67) corresponds to under prediction

(over prediction) by a factor of two and

model predictions close to zero are rela-

tively free from bias. The low values of

the fractional and absolute bias indicate

good monthly mean model performance.

Indeed by comparing bias and correlation

to state of the art air-quality models (e.g.

the Monitoring atmospheric composition

and climate web page: http://macc-raq.

gmes-atmosphere.eu/somi\_OF.php) it

is found that the model performs well in

both parameters for both monthly mean,

maximum and minimum.

The mean, standard deviation and vari-

ance of the model and the observations

are also in good correspondence for both

Figure 7: Global scatter plots of predicted

mass concentrations vs. observations on

the eight measurement stations for the

monthly mean, monthly averaged daily

maximum and monthly averaged daily

minimum ozone values (µgm−3). Cor-

responding statistical quantities are dis-

played in table 7
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Table 5: Coordinates of available measure-

ment stations along with abbreviations

used in the text.

Station Lon. Lat. Abb.

K-puszta 19.55E 46.97N St1

Rucava 21.17E 56.16N St2

Dobele 23.19E 56.37N St3

Zingst 12.73E 54.43N St4

Westerland 8.32E 54.93N St5

Zoseni 25.54E 57.08N St6

Vindeln 19.77E 64.25N St7

Waldhof 10.77E 52.80N St8

the monthly mean, monthly averaged max-

imum and monthly averaged minimum val-

ues while the fractional bias is close to

zero. The model tends to over predict the

monthly averaged minimum value. How-

ever, the values are well within an accept-

able range by comparison to other models.

Figures 8 to 10 give an overview of

the results on individual stations. For

each station mean, bias, normalised mean

square error, linear correlation, standard

deviation, fractional bias, figure of merit,

95% confidence interval of the bias, and

t-statistic for the monthly mean, monthly

mean maximum and monthly mean mini-

mum were computed.

For the mean value calculation the sta-

tions were ranked by assigning the best

rank to the statistic containing the best

performance (standard deviation not in-

cluded in the ranking), e.g. the station

with the lowest bias will be assigned a

one while the station with the highest bias

will be assigned an eight. Each statisti-

cal parameter bears the same weight in

this scheme. By adding the ranks for each

statistic, an overview of the performance

at the stations is generated (table 6). The

stations at which the model performs best

is St5, while the lowest score is found at

St6 (table 5). The Zoseni station (St6) is

located close to the Vidzeme hills and val-

leys which may affect the performance at

that station.

There are both positive and nega-

tive biases. The largest absolute value

(14.38 µgm−3) was found at Waldhof while

the lowest (1.26 µgm−3) was found at

Dobele. The largest correlation (0.93)

was found at Westerland while the small-

est one (0.61) was likewise found at Do-

bele. Comparing the bias and the cor-

relation of the monthly mean ozone con-

centrations to corresponding values for

other models (http://gems.ecmwf.int/

d/products/raq/; CAC model) it is found

that the model performs well in the sense

that the largest bias and smallest linear

correlations are well within the spread of

the other models. It may also be noted

that the emission inventory as well as the

measurements themselves are also associ-

ated uncertainty.
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Figure 8: Monthly mean ozone concentration (µgm−3) at eight measurement stations

(table 5) along with modelled values from the baseline and emission simulations.
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Figure 9: Monthly mean maximum ozone concentration (µgm−3) at eight measure-

ment stations (table 5) along with modelled values from the baseline and emission

simulations.
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Figure 10: Monthly mean minimum ozone concentration (µgm−3) at eight measure-

ment stations (table 5) along with modelled values from the baseline and emission

simulations.
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Table 6: Mean statistics for eight measurement stations. Mean refers to an annual aver-

age (µgm−3), Std: standard deviation, Conf: 95% confidence interval of the bias, FB:

fractional bias, Fsd: fractional standard deviation, FM: figure of merit (%), NMSE:

normalised mean square error, r: Pearson’s correlation coefficient and tc; the corre-

sponding t statistic. Ranking of the stations along with the total score in parenthesis

is also displayed.

Specie St1 St2 St3 St4

Mean Obs 58.90 51.10 49.85 55.23

Mean Mod 53.25 59.20 51.10 64.23

Std Obs 21.75 14.14 12.75 16.43

Std Mod 13.61 5.35 7.75 19.58

Bias −5.65 8.09 1.26 8.99

Conf 0.36 0.22 0.29 0.14

FB −0.10 0.15 0.02 0.15

Fsd −0.87 −1.50 −0.92 0.35

FM 79.19 81.45 86.28 85.85

NMSE 0.07 0.07 0.04 0.04

r 0.74 0.42 0.61 0.91

tc 3.48 1.38 2.17 6.79

Rank 4(38) 6(46) 20(32) 3(33)

Specie St5 St6 St7 St8

Mean Obs 63.00 57.47 51.83 48.99

Mean Mod 67.40 48.28 45.95 63.37

Std Obs 17.45 16.87 15.16 17.37

Std Mod 24.62 8.11 6.99 23.94

Bias 4.39 −9.22 −5.88 14.38

Conf 0.20 0.39 0.33 0.16

FB 0.07 −0.17 −0.12 0.26

Fsd 0.66 −1.25 −1.30 0.62

FM 87.41 79.52 80.90 77.31

NMSE 0.03 0.08 0.06 0.10

r 0.93 0.70 0.75 0.92

tc 7.93 3.08 3.53 7.53

Rank 1(15) 7(51) 3(33) 5(40)
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Table 7: Annual mean, annual mean daily maximum (Max) and annual mean daily minimum (Min) ozone mass concentrations

(µgm−3) (with 95% confidence intervals) along with global statistical quantities. FBias: fractional bias, FStd: fractional standard

deviation, Corr: linear pearsson correlation coefficient.

Statistic Mean Max Min

Obs Model Obs Model Obs Model

Points 93 93 93 93 93 93

Mean 54.68±0.10 56.68±0.11 73.44±0.14 71.62±0.14 32.79±0.10 40.57±0.10

Max 92.40 101.50 129.62 135.11 70.29 74.95

Min 25.03 29.74 33.77 42.15 8.98 13.29

Median 52.24 54.37 69.96 63.63 30.72 42.03

Fractile 75% 66.86 62.87 91.38 79.72 41.88 50.20

Fractile 95% 83.53 90.36 106.93 120.57 59.95 65.60

Std 16.80 17.02 21.35 22.29 14.22 14.74

Variance 282.23 289.84 456.03 496.83 202.11 217.16

FStd 0.013 0.043 0.036

Bias 2.00±0.23 −1.82±0.37 7.78±0.25

FBias 0.036 −0.025 0.21

Corr 0.67 0.68 0.67
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Effects on regional concen-

tration levels

In this study we have quantified the effect

of insulation changes on air-quality. Al-

though the method applied accurately de-

scribes the response to emission reductions

it should be noted that scaling the results

to other emission reductions is not readily

possible due to non-linearity of the chemi-

cal and meteorological processes. For some

of the primary pollutants the response may

be considered linear for small perturba-

tions in the emissions (as is considered

here) and the impact may be scaled di-

rectly from the baseline simulation. For

secondary pollutants such as ozone or a

large fraction of PM which are gener-

ated by non-linear interactions among pre-

cursers the response is more complex and

requires the full non-linear chemical equa-

tions.

Criteria air pollutants

Nitrogen oxides

Nitrogen oxides are a group of highly reac-

tive gasses including NO, NO2 and HNO3.

HNO3 is mainly formed from the reac-

tion of NO2 with water vapor in the at-

mosphere, and NO is quickly converted to

NO2 after emission. Hence, it is appro-

priate to use NO2 and NO (denoted NOx)

as a primer for the group of nitrogen ox-

ides. Natural sources of NOx include light-

ning, forest fires, volcanoes and soil mi-

crobes. Generally, it is produced during

high-temperature combustion of fossil fu-

els. Therefore, motor vehicles along with

industrial, electrical and residential facili-

ties are the main emitters of NOx.

Exposure to nitrogen oxides has been

linked with airway inflammation and other

respiratory effects in healthy people and

enhanced symptoms for people suffering

from asthma. Reactions with ammonia

and water vapour (and other compounds)

lead to formation of small particulates

which upon inhalation have been shown to

cause or worsen respiratory diseases and

enhance heart diseases. HNO3 is a strong

acid which upon dissolution in aerosols,

clouds and fog acts to acidify rain and

increase acid deposition to soil and wa-

ter surfaces. It is harmful to ecosys-

tems, including trees, animals and aquatic

species as well as some types of build-

ings. Figure 11 displays the seasonally

averaged (spring months: March, April,

May; summer months: June, July, Au-

gust; autumn months: September, Octo-

ber, November; winter months: Decem-

ber, January, February) NOx concentra-

tion near the surface. The average NOx

lifetime is about a day and therefore source

points show up clearly in the seasonal

mean and ship tracks are visible in all

seasons. A band of increased NOx con-

centration extending from mid-England to

Poland is visible as a combination of ship

track emissions and emissions from ur-

ban areas. Winter time values are gener-

ally higher than during summer, consistent

with decreased photolysis during the win-

ter season.

Figure 11 also displays the seasonally

averaged differences for NOx. Generally

the zone 2 and 5 countries experience the

largest decrease. During spring and sum-

mer the reduction in near-surface mass

concentration over Poland and England
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Figure 11: The uppermost four plots display spring, summer, autumn and winter-time

averages of near-surface NOx concentration (µgm−3) respectively. The lowermost four

plots display the corresponding relative differences between the baseline and reduced

emission simulations (%). Negative values correspond to reduced values.
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reaches more than 2% while the rest of

the countries are associated with reduc-

tions of between 1.2% and 1.8%. Dur-

ing autumn and winter the reductions level

out and become more homogeneously dis-

tributed. Comparing to the relative emis-

sion reductions (figure 4) it is found that

the largest response (sensitivity) is found

in zone 5 (Poland) where the emissions

changed 1.76%.

Sulphur dioxide

SO2 is the second most common air pol-

lutant in urbanised areas of Europe, and

in the industrialized northern Hemisphere

the anthropogenic emissions are about five

times larger than the natural. It is an

acidic gas which is naturally formed by

marine plankton, bacteria, plants and by

geothermal sources. The anthropogenic

component is mainly formed by combus-

tion of sulphur-containing fuels such as

coal or oil (see section Emission estimation

on page 5) extraction of gasoline from oil,

and industrial facilities such as petroleum

refineries.

In the atmosphere SO2 is oxidized to liq-

uid sulphuric acid (H2SO4) in the presence

of water e.g. in cloud droplets and to par-

ticulate sulphate (SO2−
4 ) in dry conditions.

Sulphate aerosols are a major part of the

acid deposition problem through incorpo-

ration in rain drops and sedimentation of

particulates. They also affect visibility and

have adverse health effects, including in-

flammation of the lungs upon inhalation

of aerosols with diameters about 0.1µm to

1µm. SO2 exposure may cause irritation

of eyes and lungs and may lead to allergic

reactions and asthma in sensitive groups.

Long-term exposure to high levels of the

gas and particulate phases may cause res-

piratory disease and enhance heart illness,

and is associated with premature death

(EEA (2007)).

Figure 12 displays the modelled seasonally

averaged SO2 concentration near the sur-

face. The atmospheric lifetime is about

one day. Hence, individual source points

are clearly seen in the figures, as is ship

tracks in the North Sea and the Mediter-

ranean. Major emitters are mainly located

within zone 5 and 6 along with England

and Spain. Figure 12 displays the sea-

sonally averaged differences between the

baseline and the reduced emission simula-

tion in near-surface concentration of SO2.

Zone 2 generally experiences a decrease be-

tween 6% and 8%. In spring and sum-

mer the largest decrease is found over Bel-

gium, England, Scotland and Ireland while

during winter the response is more homo-

geneously distributed. Local maxima be-

tween 8% and 10% reductions are found

during autumn over England, Scotland

and Ireland. Poland (Zone 5) experienced

a reduction between 2% and 4%.

Carbon monoxide

CO is the most common air pollutant in

the urbanised areas of Europe, where typ-

ically 95% of the emissions are of anthro-

pogenic origin. It is generally formed dur-

ing incomplete combustion of carbon con-

taining fuel and through chemical reac-

tions between trace gases in the atmo-

sphere. Natural sources include volca-

noes, forest fires and photochemical re-

actions in the troposphere while anthro-

pogenic sources mainly include vehicle

(cars, busses, aircraft, locomotives etc.)

exhaust, industrial processes and residen-
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Figure 12: The uppermost four plots display spring, summer, autumn and winter-

time averages of near-surface sulphur dioxide concentration (µgm−3) respectively. The

lowermost four plots display the corresponding differences between the baseline and

reduced emission simulations (µgm−3). Negative values correspond to reduced values.
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Figure 13: The uppermost four plots display spring, summer, autumn and winter-

time averages of near-surface carbon monoxide concentration (µgm−3) respectively.

The lowermost four plots display the corresponding relative differences between the

baseline and reduced emission simulations (%).Negative values correspond to reduced

values.
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tial wood burning. In the troposphere CO

is oxidized to CO2, and the average life-

time in Europe is about four months. High

doses of CO may be associated with death

while moderate doses mainly affect people

with heart diseases who experience chest

pain, reduced ability to exercise and var-

ious cardiovascular effects (EEA (2007)).

Seasonal averages of the CO concentra-

tion are displayed in figure 13. The long

lifetime makes it a relatively well mixed

specie. However, individual maxima, likely

related to traffic emissions, are visible for

e.g. Paris, Barcelona, Warsaw and Vienna.

Local maxima are slightly larger during

winter consistent with more stagnant con-

ditions and lower inversion heights. Dur-

ing summer increased dispersion acts to

extend the field east and south-wards. Sea-

sonally averaged relative differences are

displayed in figure 13. The reductions in

the CO levels were generally quite low with

a maximum decrease of about 0.1% over

major urban source points including Lon-

don, Paris, Madrid, Barcelona, Lisboa and

Riga. The largest decrease was found in

winter and spring where a general decrease

between 0.06% and 0.08% existed over

Poland. Zone 2 generally experienced a

decrease between 0.06% and 0.08% while

zones 1,3,4 and 6 showed only point-wise

reductions

Ozone

Ozone is a secondary pollutant which

forms when NOx and volatile organic com-

pounds react in the presence of sunlight.

VOCs are emitted naturally from plant

stomata while anthropogenic sources in-

clude chemical solvents, vehicle exhaust

and industrial emissions. Tropospheric

ozone concentrations have a strong depen-

dency on weather, and increased values

can appear anywhere due to transport ef-

fects. However, extreme values are asso-

ciated with stagnant weather conditions,

high temperatures and clear skies, and

therefore the ozone season typically runs

from April to September.

Breathing of ozone is associated with a

variety of health effects including inflam-

mation of the lungs and reduced function-

ing, enhanced bronchitis and asthma and

chest pain, irritation of the throat and con-

gestion. Ozone also has detrimental ef-

fects on ecosystems and plants including

reduced crop yield, and growth, and leaf

damages (EEA (2007)). The formation of

ozone in the troposphere is bound to NOx

and volatile organic compounds. Local

minima are found over urban areas consis-

tent with titration effects of NO. Increased

values appear away from the source points

in aged air where NO has generally been

converted to NO2. The seasonal variation

favours increased values over marine areas

in summer time consistent with increased

levels of CO and formaldehyde (CH2O) re-

leased by the ocean during summer time.

The seasonally averaged difference in

ozone is displayed in figure 14. Generally,

the emission reductions led to increased

levels of ozone during autumn and win-

ter time while small increases were found

during spring and summer. During spring

a small decrease of less than 0.5% were

found over Poland while mid-England ex-

perienced an increase of about 0.5% and

up to 2% over individual source points.

During autumn the increase in ozone

concentration over pre-curser sources in-

creased further and reached up to 3% dur-

ing winter. A band of increased ozone

25



Insulation and Air-Quality

Figure 14: The uppermost four plots display spring, summer, autumn and winter-time

averages of near-surface ozone concentration (µgm−3) respectively. The lowermost four

plots display the corresponding relative differences between the baseline and reduced

emission simulations (%). Negative values correspond to reduced values.
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concentration extending from England to

Poland was established during autumn and

winter where the increase reached 2%.

Particulate matter

Tropospheric particles occur naturally

through emissions from volcanoes, forest

fires, vegetation and sea salt along with

secondary nucleation in trace gases. The

anthropogenic component mainly arise

from combustion of fossil fuels in vehicles,

power plants and industries. Characteris-

tic aerodynamic diameters range from less

than 10 nm to more than 10µm. Com-

position depends on the origin of the

particles, but is generally dominated by

sodium chloride, sulphate, nitrate, ammo-

nium, organic constituents and mineral ox-

ides. Secondary particles may be gener-

ated through oxidation of anthropogenic

sulphur and nitrate oxides (sulphuric acid,

nitric acid, ammonium salts).

Health effects generally depend on par-

ticle sizes and have been associated with

asthma, lung cancer, cardiovascular dis-

ease and premature death. Smaller parti-

cles (less than 100 nm) may penetrate cell

membranes in the lungs and enter other

organs while larger particles (e.g. 10 µm)

are less hazardous despite their larger mass

(EEA (2007)). Mean values and rela-

tive differences for each season are dis-

played in figure 15. The largest reductions

were found during spring and summer time

where England experienced a general re-

duction of 4%-5% and over France, Ger-

many, Belgium and the Netherlands the re-

duction was about 3%. Point-wise reduc-

tions of up to 6% were found over major

urban sources including Leeds and Mar-

seilles during spring. During autumn the

point-wise and general reduction becomes

smaller, and for the winter season a general

reduction of about 2%-3% persists.

Uncertainties associated with the

modelling

Chemical fields derived from numerical

models are prone to noise. Here we distin-

guish between two main types: numerical

noise and noise associated with the non-

linearity of the governing equations.

Numerical noise arises due to limitations

in the numerical solution of the model

equations and is typically manifest in the

computational results as oscillations near

steep gradients. Such undershoots and

overshoots may lead to negative or un-

realistic concentration levels and loss of

mass conservation depending on how such

modes are damped or removed. Given the

small perturbations in emissions (less than

10%) used in this study special attendance

should be given to the signal to noise ratio.

The CAMx model as used in this study

employs the piecewise parabolic method

(see section Modelling on page 10) for solv-

ing the advection equation. This method

is strictly mass conserving and monotonic

and contains very low diffusion. Hence,

the numerical noise level due to advection

is expected to be low. However, statisti-

cal tests for the significance of the signal

must still be produced. Other numerical

noise issues may arise due to inconsisten-

cies between the meteorological driver and

the chemical transport model (Korsholm

et al. (2009)) leading to less precise predic-

tions of the chemical fields. In this study a

meteorological coupling interval of 1 hour

was used, and relative to the monthly to

seasonal scales under consideration this is
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Figure 15: The uppermost four plots display spring, summer, autumn and winter-time

averages of near-surface PM concentration (µgm−3) respectively. The lowermost four

plots display the corresponding relative differences between the baseline and reduced

emission simulations (%). Negative values correspond to reduced values.
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adequate. The comparison with measure-

ments served to evaluate whether such is-

sues are present in the model.

The quantification of the effect of in-

sulation on air quality requires solution

of the full non-linear set of equations de-

scribing chemical and physical transforma-

tions of the pollutants. Since the govern-

ing chemical and meteorological equations

are non-linear, comparison between emis-

sion reduction simulations may show spu-

rious random results, i.e. changes are made

in the boundary conditions of an inher-

ently chaotic system. This is of special

importance for the secondary species such

as ozone and secondary PM. In general

the perturbations made to the emissions

in this study are small and it is expected

that the non-linear response of the system

is significantly smaller than the linear one.

However, non-linear dynamical noise sig-

nals cannot be readily disregarded.

Averaging the fields in time will filter

out the random non-linear signal. How-

ever, the averaging time must be chosen

with some care. Although seasonal time

scales must be considered long as com-

pared to the characteristic time scales for

individual chemical reactions it is not so

for the meteorological fields which induce

variability from minutes to years in the

chemical fields. Therefore, annual aver-

ages of the differences have also been cal-

culated. As can be seen in figures 16 and

17 the seasonal differences persist also in

the annual average.

To further consider the effect of

noise statistical tests were conducted on

monthly averaged fields. Considering the

monthly time series in each grid point in

the modelling domain we can pose the

question whether the differences between

the monthly averaged values in a grid point

of the baseline and perturbed simulations

are statistically significant and whether

the differences between the monthly means

are significant in a statistical sense. The

tests were done for O3, PM (which both

contain the main secondary components)

and SO2 fields for July and January. In

order to test if the variances of the time

series being compared are similar a two-

tailed F-test was performed under the null-

hypothesis: the variance of the time series

are identical; with the degrees of freedom

being 743 (24 hours × 31 days −1) for all

series. The F-values are shown in figure 18.

Since all F-values are greater than 1 and

less than than 1.19 (for these degrees of

freedom the 99% significance level corre-

sponds to F = 1.19) we must accept the

null hypothesis (to the 99% significance

level) and conclude that the variances are

not significantly different. We then pro-

ceed and conduct a T-test for equal vari-

ances. Assuming equal variances the t-

statistic for the null-hypothesis: the mean

of the time series are identical may be seen

in figure 19. Since the absolute value of the

t-statistic exceeds the tabulated value of t

at the 99% significance level (2.329 at 743

× 743 degrees of freedom) for all species,

we can reject the null hypothesis and con-

clude that the time series resulting from

the baseline and perturbed simulations are

significantly different to the 99% level.

Final remarks and overview of re-

sults

Figure 20 gives an overview of the effect

of insulation on regional air quality. They

display the zone-averaged seasonal mean

relative differences. The largest decreases

29



Insulation and Air-Quality

Figure 16: Annual averaged near-surface concentration (µgm−3) of NOx, SO2 and CO

(left column top to bottom) for the baseline scenario along with relative differences to

the emission reduction scenario (right column).
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Figure 17: Annual averaged near-surface concentration (µgm−3) of O3 and PM (left

column top to bottom) for the baseline scenario along with relative differences (%) to

the emission reduction scenario (right column).
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Figure 18: Values of the F-statistic calculated for O3 (upper), SO2 (middle) and PM

(lower) for monthly time series of hourly values in January (left) and July (right).
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Figure 19: Values of the t-statistic calculated for O3 (upper), SO2 (middle) and PM

(lower) for monthly time series of hourly values in January (left) and July (right).
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are generally found in zone 2 for SO2 and

PM. Averaging over all seasons results in

a decrease of 5.7% for SO2 and 3.1% for

PM. The largest NOx decrease was found

in zone 5 while some zones experienced

increases in ozone concentrations outside

the ozone season. These are connected to

the increase found in mid-England, mainly

during the winter season.

The purpose of this study was to esti-

mate the effect of increased insulation lev-

els on air pollutants on the regional scale.

The emission reductions as calculated in

section Emission estimation relies on the

projected energy savings which are con-

sidered as regional averages over the EU

member states. Therefore, the effect of

energy and heat planning and policies in

individual member states as well as their

economical feasibility have not been con-

sidered here. Further issues that have not

been incorporated in the present study in-

clude the influence of the initiation of a cap

and trade program for NOx and SO2 in Eu-

rope and the effect of projected emission

changes due to increased emission control

strategies both on the political, industrial

and technological level.

Figure 20: Zone averaged relative differ-

ences of NOx, SO2, CO, O3 and PM for

near-surface air (%). The bar chart shows

the distribution of concentration changes

within each zone.
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